Legitimate Utilization of Large Descriptor Pools for QSAR/QSPR Models
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The use of large descriptor pools in multilinear QSAR/QSPR approaches has recently been increasingly criticized for their sensitivity to “chance correlations”. Statistical experiments substituting “real descriptor” pools by random numbers were stated to demonstrate such sensitivity. While contributing positively to the improvement of the QSAR/QSPR methodology, these approaches claim complete interchangeability between the molecular descriptors used in QSAR/QSPR models and random numbers. Here, we demonstrate that when used correctly the large molecular descriptor pools are (i) not comparable with random numbers and (ii) can give very helpful QSAR conclusions.

1. INTRODUCTION

During the past decade, quantitative structure−activity relationships (QSAR) have been increasingly used in drug−design studies. Typically, a pool of independent variables (descriptors) of possible relevance to important physicochemical parameters relating to the series of compounds under discussion are evaluated by multiple-regression analysis for correlation with the activity values. The correlation equations which emerge from such analysis generally contain a small number of independent descriptors from the large pool evaluated. The descriptors selected for inclusion in such equations are chosen so that the overall relationships are highly significant by standard statistical criteria. However, these criteria relate to the individual variables in the final equation and do not take into account the number of descriptors actually screened for possible inclusion in the equation. Clearly, the larger number of possible independent variables considered, the greater the possibility that a correlation will occur purely by chance. Because this factor is not reflected in the standard statistical criteria, it is important to consider the influence of the number of variables screened for possible inclusion in final equations.

The utilization of QSAR/QSPR is now widely recognized as a proven and useful tool to elucidate the manner in which structure influences the behavior of properties or activities. Furthermore, it is now considered indispensable for the prediction of activities/properties of additional compounds. However, this widely ranging use is a relatively recent phenomenon, and proponents and the opponents of the method have both contributed significantly to the improvement of the methodology and reliability of the modeling procedures used. The complexity of QSAR/QSPR as an interdisciplinary science involving mathematics, chemistry, biology, and physics caused much discussion and controversy before the main concepts were formalized. A major controversial topic has been the possibility of “chance correlations” when using large descriptor pools.

Recently, various sets of published multiparameter QSAR/QSPR models have been analyzed with particular attention turned to the possibility of “chance correlations” occurring in the published models. We now demonstrate that “chance correlations” can be avoided by careful application of appropriate procedures for the selection of descriptors into a QSAR/QSPR model. We illustrate our treatment by using (i) a specific set of the antibacterial activities of 60 oxazolidinones (Set 10 in ref 5) and (ii) another data set comprising the vapor pressures of organic compounds.

2. DATA SET

Rucker et al.5 utilized a total of sixteen data sets to investigate “chance correlations” in QSAR/QSPR modeling and claimed that many of these sets had been treated by a stepwise algorithm with criteria for selection of the descriptors based only on R², a method that gave results no better than that obtained using random numbers. We have now demonstrated that this is not the case. In the present rebuttal, we consider general aspects related to the “chance correlations”, using in particular the data set 10 from that reference.5 This data set was used in our earlier work7 to build three QSAR equations based on different descriptor spaces. We concentrate on our current analysis on eq 1 of ref 7 which was developed using a large descriptor space comprising 1627 molecular descriptors. We then generalize the case and demonstrate that our conclusions given below are valid for the remaining eqs 2 and 3 in ref 7. We also removed one compound (658) from the data set since it was a duplicate. Thus the original equation is slightly changed in terms of regression coefficients and statistical criteria. However, this correction does not influence the general conclusions drawn in the current work.
3. METHODOLOGY AND DISCUSSION

3.1. Reliability of the Choice of Descriptor Scales Using the Stepwise Scale Selection Algorithm. In our original article,\(^2\) the best multilinear regression (BLMR) algorithm\(^5\) was used to build eq 1 by selecting \(m = 7\) descriptors from the total pool of \(M = 1627\).

\[
\log(1/{\text{MIC}}) = -164.88 + 151.63D_1 - 123.84D_2 + 9.76D_3 + 224.37D_4 - 18.16D_5 + 0.65D_6 + 0.03D_7\]

\(N = 60; n = 7; R^2 = 0.820; R^2_{\text{CV}} = 0.758; F = 33.77; s^2 = 0.082\) \(\text{(1)}\)

The seven descriptors involved in eq 1 are as follows: (i) average bond order of a H atom, \(D_1\); (ii) minimum one-electron reactivity index for atom O, \(D_2\); (iii) relative number of double bonds, \(D_3\); (iv) minimum (≥ 0.1) bond order for a N atom, \(D_4\); (v) maximum sigma-pi bond order, \(D_5\); (vi) HOMO−LUMO energy gap, \(D_6\); and (vii) total molecular one-center electron−electron repulsion, \(D_7\). Each of these descriptors was discussed and related to the ligand-receptor interactions between the 3-aryloxazolidin-2-ones and the 50S ribosomal subunit of \(S. aureus\).

The model of eq 1 was tested using both internal and external test set validation procedures. The QSAR model for the training set of 50 compounds was characterized by \(R^2 = 0.809\). The validation set of 10 compounds produced \(R^2 = 0.640\).

The BMLR method selects the best two-parameter regression equation, the best three-parameter regression equation, etc., based on the highest \(R^2\) value in the stepwise regression procedure. During the standard BMLR procedure we use, the descriptor scales are normalized and centered automatically; the final result is given in natural scales. The following steps are carried out within this procedure to reduce the 1627 descriptors in the initial set to the 7 finally chosen:

1. The following criteria were applied to eliminate all descriptors for which any of the conditions (a)-(f) applied: (a) The Fisher criterion (F) for the correlation between the descriptor and the property was above \(F_{\text{min}}(1)\). (b) The one-parameter equation correlation coefficient was less than our user-defined \(R_{\text{min}}\) value of \(R_{\text{min}} < 0.1\) for insignificant correlations. (c) The level of significance (f) for the correlation between the descriptor and the property was less than \(t = 1.5\). (d) The descriptor was intercorrelated \((R^2_{\text{orth}} \geq 0.2)\) with another descriptor which possessed a higher single-parameter correlation coefficient value for the given property. (e) Descriptors that lead to nonsignificant 2-parameter equations \((R^2_{\text{min}} \leq 0.1)\). (f) Descriptors which exhibited zero sample variance.

2. The 400 two-parameter regression equations of orthogonal descriptor pairs possessing the highest \(R^2\) value were submitted to the stepwise regression procedure described in (3) and (4) below.

3. Each descriptor remaining in the pool (after the above deletions) that possesses coefficients \(R_{\text{cv}}\) below 0.8 for correlation with every descriptor already in the model was added, in turn, to the current n-parameter model. The resulting \((n+1)\)-parameter models were tested, and the best 400 \((n+1)\)-parameter models were resubmitted to the above procedure, to produce the best 400 \((n+2)\) parameter models for a total of \(m\) iterations (\(m\) - defined by the user).

4. The \(m\) parameter models with the highest \(F\) and \(R^2\) values are finally analyzed.

5. The “breaking point” rule based on the model plot of the \(R^2\) vs number of descriptors is then used to select the optimal equation.

The article of Rucker et al.\(^5\) claims that the QSAR models of similar, or better quality as estimated by the value of \(R^2\), can be achieved by using random scales. We now re-examine this assertion using the current data set. We investigated the chance for a random descriptor occurring in eq 1 by estimating the possible number of descriptors out of the total number of 1627 descriptors that could enter into eq 1 when the above-described BMLR procedure and the adjacent criteria are applied.

The graph in Figure 1 gives the values of \(R^2\) (coefficient of determination) of all 3-parameter models consisting of the combination of the descriptors in the best 2-parameter model \((R^2 = 0.443, D_3, D_2)\) with each of the remaining 5-2 descriptors \((D_i)\). The graph in Figure 2 similarly gives the values of \(R^2\) of all 5-parameter models consisting of the combination of the descriptors in the best 4-parameter model \((R^2 = 0.723, D_3, D_4, D_5, D_6, D_7)\) with each of the remaining 5-4 descriptors. The graph in Figure 3 gives the values of \(R^2\) of all 7-parameter models consisting of the combination of the descriptors in the best 6-parameter model \((R^2 = 0.785, D_1, D_3, D_4, D_5, D_6, D_7)\) with each of the remaining 5-6 descriptors.

For a hierarchical comparison of the descriptors entering at each step into the 3-, 5-6-, and 7- models and thus in eq 1, we carried out i) relaxed calculations - calculations without using the criteria of our algorithm and ii) robust calculations - calculations applying all the criteria enumerated in steps 1-5 in the above-given description of the BMLR procedure. In each of Figures 1−3 \(N_d\) is the descriptor designation \(D_i\) ordered by \(R^2\); the A lines in the figures represent relaxed, and the B lines robust calculations. It should be noted that for each of Figures 1−3, we performed two separate sets of calculations related to the (i) B (robust) and (ii) A (relaxed) lines. Each of the Figures 1−3 contains superimposed B and
1598, 1427, and 1587 descriptors enter the 3-, 5-, and 7-
parameter models, respectively. In other words, 98%, 87%,
and 97% of the total number of the descriptors take part
in the BMLR procedure. As can be seen from the graphs, a
significant number of descriptors give an improvement of
the 2-, 4-, and 6- correlations whose number is defined as
the total number of descriptors above R^{2} 0.443, 0.723,
and 0.785, respectively (see Figures 1–3, A line). Therefore,
the relaxed calculations indeed lead to results similar to the
models built with random numbers in the article in terms
of selection criteria.

However, the results of the robust calculations, with the
orthogonality constraints switched on, are quite different.
Using the stepwise procedure with the criteria designated
above for descriptor selection, the number of descriptors
entering into the 3-, 5-, and 7- parameter models are now
59, 11, and 9 which corresponds to only 3.6%, 0.6%, and
0.55% of the total number of descriptors (1627). Thus for
each multiparameter model, only a minor fraction of the more
than 1600 descriptors available improve the correlation
coefficient for the (n+1) parameter equation as compared
with the corresponding n-parameter model. Most of the
descriptors give no improvement and are thus statistically
insignificant according to our criteria. Therefore, it is
important to notice that the effective dimensionality of the
descriptor space is much lower than the number of different
descriptor scales in the initial pool. We note that the original
eq 1 was built based on these “robust calculations” criteria.

3.2. The Orthogonality Problem. It is well-known that
“chance correlations” can appear in using a multilinear
regression procedure when the scales of independent vari-
ables are statistically closely related, i.e. collinear. Indeed,
use of such scales for model development may produce
statistically meaningless correlations with high R^{2} values.
The BMLR procedure specifically avoids these by elimin-
ation of the descriptors that are highly intercorrelated
with the descriptors in the lower order model to which they are
being added. The statistical experiment proving the above
conjecture is given in the Supporting Information.

3.3. Randomization and Correlations with Random
Numbers. In the critical article, five different approaches
(modes) to the randomization of the data related to multi-
linear QSAR regression models were applied using different
combinations between the target variable (y, the property)
and the independent variables (x, the descriptors). The
combinations are noted as y vs x (p stands for permuted
variable and r stands for replacement of the variable with
random numbers): (i) mode 1 (original target variable) vs
(descriptors replaced by M random numbers) - y vs x;
(ii) mode 2 (original target variable randomly permuted) vs
(M original descriptors) - py vs x, also called y-randomization;
(iii) mode 3 (target variable replaced by random numbers)
vs (M original descriptors) - ry vs x; (iv) mode 4 (target
variable replaced by random numbers) vs (descriptors
replaced by M random numbers) - ry vs x; and (v) mode 5
(original target variable randomly permuted) vs (descrip-
tors replaced by M random numbers) - py vs x. Because
the authors of the above-mentioned work did not have our
original descriptors, they carried out calculations using only
random numbers for the descriptors.

We have repeated the above experiments to show the
results when using the original descriptors and the BMLR
Table 1. R^2 of the BMLR Equations for Mode 1, M=1627

<table>
<thead>
<tr>
<th>equation</th>
<th>original</th>
<th>rand</th>
<th>genrand</th>
<th>statistica</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-descs</td>
<td>0.443</td>
<td>0.357</td>
<td>0.352</td>
<td>0.354</td>
</tr>
<tr>
<td>3-descs</td>
<td>0.641</td>
<td>0.478</td>
<td>0.478</td>
<td>0.482</td>
</tr>
<tr>
<td>4-descs</td>
<td>0.723</td>
<td>0.582</td>
<td>0.591</td>
<td>0.579</td>
</tr>
<tr>
<td>5-descs</td>
<td>0.745</td>
<td>0.675</td>
<td>0.682</td>
<td>0.679</td>
</tr>
<tr>
<td>6-descs</td>
<td>0.785</td>
<td>0.751</td>
<td>0.750</td>
<td>0.750</td>
</tr>
<tr>
<td>7-descs</td>
<td>0.813</td>
<td>0.806</td>
<td>0.804</td>
<td>0.799</td>
</tr>
</tbody>
</table>

Table 2. Averaged R^2 for All Order Equations for Mode 2, M=7

<table>
<thead>
<tr>
<th>equation</th>
<th>R^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-descs</td>
<td>0.142</td>
</tr>
<tr>
<td>3-descs</td>
<td>0.172</td>
</tr>
<tr>
<td>4-descs</td>
<td>0.188</td>
</tr>
<tr>
<td>5-descs</td>
<td>0.196</td>
</tr>
<tr>
<td>6-descs</td>
<td>0.204</td>
</tr>
<tr>
<td>7-descs</td>
<td>0.208</td>
</tr>
</tbody>
</table>

procedure described in section 3.1. For modes 1 through 5 we obtained the needed random numbers from 3 different sources: (a) standard C++ function; (b) genrand, and (c) stat - STATISTICA 6.0 random number generator. For reasons of diversity we used “rand” numbers generated in the range 0–32767 and for “genrand” and “stat” a range between 0 and 1. The generators were seeded with machine’s system time at each run.

**Mode 1.** The mode 1 experiment used (a) 1627 and (b) 7 as the total numbers of descriptors M.

(a) For M = 1627, each trial was repeated 10 times, using the above-given BMLR criteria and procedure. We thus generated for each of 10 runs equations with up to 7 descriptors, from a descriptor-property matrix of dimensions 59 × 1628. Table 1 shows the results for the R^2 values from the three random number generators. Indeed, these results indicate significant correlations for the equations of all orders, especially for the higher order equations where the number of descriptor combinations for each equation is vastly larger than for the lower order equations. In this case, the results are close to those of the critical article’s results for the 7-descriptor equation using the corresponding models.

Nevertheless, comparison in Table 1 of the original equations with those simulated by using random numbers demonstrates that no linear combination of random descriptors correlates the real property better than the original descriptors. We note that this conclusion is valid only in this particular case and not universally true as it can depend on the dimensions of the descriptor-property matrix as well as the algorithm used to find the equations.

However, it is important to underline that all the randomly generated scales are practically orthogonal, and thus the space covered by them has much larger dimensionality than that of the original descriptors (many of which are nonorthogonal). We discuss this in more detail below as related to the treatment of a larger set of data on the vapor pressures of organic compounds.

(b) Regarding the case M = 7, instead of the BMLR procedure, a direct stepwise MLR was applied in order to build all orders of the equations. Altogether 10000 7-descriptor sets were generated in this simulation. In no cases, at any order up to 7 was a significant equation found that exceeded R^2 = 0.2. Therefore, we conclude that the generation of large number of small sets consisting of 7 random variables cannot lead to multilinear models with R^2 > 0.2.

**Mode 2.** The mode 2 is one of the most important simulations whose results should be seriously taken into account when testing a real QSAR equation. The reason is that mode 2 shows the direct consequence when one intentionally breaks the inherited relationship between the property and the descriptors in the real equation. Moreover, if descriptors in a QSAR equation are physicochemically reasonable and the algorithm used to find the equation is sufficiently robust, then this QSAR relationship is expected to be unique for a given descriptor space. In other words, these descriptors do not appear by “chance”. The terms “chance correlations” and “by pure chance” used by workers in the QSAR area are ambiguous, and their definitions are likely to depend on the knowledge of the researchers. In statistics, “chance” is always associated with the probability of a certain event to occur. The randomization tests applied in the present Article suggest a high probability of statistically insignificant descriptors in the equations relating i) final descriptors to the property and ii) the total descriptor space to the property. Cases (i) and (ii) are discussed below with M = 7 and M = 1627, respectively. At M = 7, the original descriptors for the 7-parameter equation reported in our work were used, and at M=1627 all descriptors were involved.

Mode 2 at M = 7 is the standard randomization (y-randomization) to which special attention must be paid when one develops a reliable QSAR model. It directly assesses the significance of the final set of descriptors. Provided that one or several descriptors in the final equation are less statistically significant then the quality of the equations (in terms of R^2) would remain relatively high even after shuffling the y data. For example, in some cases where the final QSAR equation is overparameterized with a large number of descriptors, there is significant probability that some of the descriptors appear in the model because they (the descriptors) try to “fit” the random noise imposed by the experimental errors of the property. Note that we do not use the imprecise terms “chance correlations” or “chance descriptors” to describe some random events that do not depend on any measurable property. Instead we use the term probability for level of significance. The mode 2 experiment was repeated 1000 times as in each time (run) the order of the y values was randomly changed (scrambled) and the real descriptors were held unchanged. For each run the BMLR was used to generate models with up to 7-descriptors. The averaged R^2 was less than 0.21 for all orders of the models as can be noted from Table 2. Because of the similarity of the results, we present in Table 2 the averaged R^2 from the three random number generators. The resulting R^2 values (0.142–0.208) are low compared to the original models and especially the original 7-descriptor model (R^2 = 0.81). Therefore, according to this test, it is of low probability that the original 7-parameter model contains insignificant descriptors.

The case M = 1627 takes into account the full descriptor space. We note that this experiment does not directly assess the significance of the final equation’s descriptors for a given QSAR model. The reason is that for each run the BMLR algorithm (or any other algorithm) finds different descriptors
Table 3. $R^2$ of the BMLR Equations for Mode 4, $M=1627$

<table>
<thead>
<tr>
<th>equation</th>
<th>original</th>
<th>random</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-descs</td>
<td>0.443</td>
<td>0.371</td>
</tr>
<tr>
<td>3-descs</td>
<td>0.641</td>
<td>0.512</td>
</tr>
<tr>
<td>4-descs</td>
<td>0.723</td>
<td>0.604</td>
</tr>
<tr>
<td>5-descs</td>
<td>0.745</td>
<td>0.687</td>
</tr>
<tr>
<td>6-descs</td>
<td>0.785</td>
<td>0.753</td>
</tr>
<tr>
<td>7-descs</td>
<td>0.813</td>
<td>0.819</td>
</tr>
</tbody>
</table>

The average $R^2$ is by 10, then by 3 for each generator.

for each run. This experiment is thus related to the problem of dimensionality of the data used to build the equations.

The mode 2 experiment with $M = 1627$ was repeated 100 times, and no significant QSQR equation was found. The BMLR procedure was able to find up to 2-descriptor equations with average $R^2 < 0.23$ only, and no further improvement was obtained by inclusion additional descriptor scales. This result was obtained when using the robust criteria described in section 3.1. It confirms that special care should be paid for the selection of the criteria of the algorithm used.

For completeness, partial experiments were done where the criteria were relaxed to extreme cases (should not be done in practice) so as to force the BMLR to find higher order correlations. In no case did any of these 7-descriptor models provide $R^2$ exceeding 0.56–0.60, thus they were all inferior to the original.

Mode 3. Mode 3 is almost “equivalent” to Mode 2 at $M = 7$ and $M = 1627$, and thus the results are quite similar, especially for the case of $M = 7$. In the case $M = 7$, the experiment differs from mode 2 by the range of the generated random numbers for the property by the intervals $[0, 1]$ and $[1, 32675]$. There were slight differences in terms of $R^2$ when using only random numbers in the range $[0, 1]$ - the maximum $R^2$ was 0.21 and for the range $[1, 32675]$ - $R^2 = 0.18$.

The case with $M = 1627$ provided equations with only two descriptors; no higher order equations were found when using the robust criteria. The averaged $R^2$ from 10 runs for these 2 descriptor equations did not exceed 0.22.

Regarding the situation with the relaxed criteria, the few 7-descriptor models produced had $R^2 < 0.55$. This result indicates again that, in the absence of collinearity rejection criteria, use of a large number of descriptor scales has the potential to lead to “spurious” correlations.

Modes 4 and 5. Mode 4 is purely artificial, but it can illustrate trends related to the dimensions of the descriptor-property matrix used to build BMLR equations. The results depend on the quality of the random number generators. We assume the random number generators are of equal quality, and the conclusions depend only on the dimensions of the data used.

The results from the calculations of mode 4 are quite similar with those obtained in experiments with mode 1. At $M = 1627$, the number of trials was 10 for each generator, and the averaged $R^2$ values are given in the last column of Table 3. For comparison, the original $R^2$ of the real equations are also included in Table 3.

Again, it can be seen that the $R^2$ values are comparable with the $R^2$ values of the original QSQR models; these results were not sensitive to the criteria used for the BMLR.

random number vectors are mutually orthogonal; therefore, the criteria for orthogonality and collinearity rejected relatively few descriptors from inclusion in successive BMLR equations. Very similar results were obtained also for mode 5 at $M = 1627$. The same magnitude of $R^2$ resulted as in the last column of Table 3.

For both modes 4 and 5 at $M = 7$, the averaged $R^2$ for all orders of the equations produced were less than 0.19 and 0.183, respectively. Therefore conclusions for modes 4 and 5 at $M = 7$ are the same as for mode 1, case b.

Important reliability of the multilinear QSQR models depends on both the size of the data set and the actual dimensionality of the descriptor space. Notably, many real descriptor scales are intercorrelated, and thus the actual space they cover has much lower dimensionality than the number of these scales.

Thus PCA analysis of the 1627 scales used in developing eq 1 produced just 19 principal components to explain 99% of data variance. The random scales are orthogonal by definition. Therefore, it would have been correct to use only 19 random scales in the above-described numerical experiments with different modes. In such cases, of course, no significant correlations were obtained up to 7 parameter equations.

Moreover, the probability of chance correlations with random scales quickly diminishes with the increase of number of data points. In Table 4, we give the comparative $R^2$ values for successive best multilinear equations for the vapor pressures of organic compounds obtained using 645 data points and (i) the set of 946 natural descriptors originally calculated and (ii) the 1627 random scales, respectively. No significant model using random scales was detected by the BMLR procedure.

Two additional tests were carried out by us to demonstrate further the difference between real descriptor and random number scales.

First, we analyzed the statistical distribution of the random numbers (in the range 0,1) generated in Excel and the descriptors calculated by CODESSA PRO11 (scaled in the same range). The results can be summarized as follows:

The means and the standard deviations of sets constructed from random numbers and "real" descriptors were calculated using STATISTICA. For sets of 10, 20, 30, ..., 100 random numbers 5 trials were performed. The averaged mean values converged quickly to the expected mean value (when $N$ tends to infinity) of 0.5 (see Table 5). The averaged standard deviation values similarly showed rapid convergence to near the expected value of 0.289. As seen from Table 5, when $N > 40$, the parameters characterizing the distribution of the random numbers are close to these for a uniform distribution.

However, the results were quite different (see Table 6) when a set of 100 randomly selected CODESSA PRO
molecular descriptors were studied. For compatibility in the statistical calculations, all descriptor values were scaled in the same range (0..1) used for the random numbers. Even at $N = 100$, only 14 out of 100 descriptors are characterized by mean values falling within the same range observed for the random numbers [min = 0.466, max = 0.529]. Moreover, none of these 14 descriptors show a standard deviation within the range [min = 0.290, max = 0.300] found for our random numbers at $N = 100$. Furthermore, the number of the data points did not influence significantly the parameters of the probability density function. Descriptor values for any set of compounds are not random and in general are not uniformly distributed; for example, in a series with a prevailing number of compounds having high hydrophobicity (more: compounds with high LogP values) the maximum of the probability density function characterizing the LogP descriptor will be shifted to the right and hence deviate significantly from uniform. Thus, from a statistical viewpoint random numbers and molecular descriptors behave quite differently; they are not interchangeable, and tests such as mode 1 are irrelevant.

As an additional study of equivalency, two data sets were compared - one consisted of 946 CODESSA PRO- calculated molecular descriptors and one of 946 random numbers. A forward stepwise multiple regression analysis on data sets consisted of 10, 20, 30, and 40 data points from the set of vapor pressure data for one parameter correlations gave the changes in $R^2$ shown in Table 7. The $R^2$ values obtained for the random numbers data set decrease rapidly with the number of data points in the set, while the $R^2$ values for “real” descriptors remain relatively constant. The conclusion is obvious: molecular descriptors are not random numbers. The descriptors encode features of molecular structure which can influence and control observed biological or physicochemical effects. While the interpretation of descriptors is not always clear or unique, in most cases they encode useful information — how successfully this information will be extracted depends on the skill of the researcher.

### 4. CONCLUSIONS

QSRRs using large descriptor pools have been criticized for their increased sensitivity to chance correlations. However, as shown here, the possibility of chance correlations can be minimized to be negligible by using appropriate procedures. Crucially, the collinearity of natural descriptor scales should be strictly controlled during the forward selection processing. The criteria used in BMLR procedure have proven to be sufficient for the elimination of chance
correlations due to nonorthogonality of the scales. Second, the larger number of data points in the set gives additional guarantees for avoiding the chance correlations.

While tests with randomly generated scales might have possible significance, in such cases the size of the space generated by these random scales must be compatible with the size of the actual descriptor space.

**Supporting Information Available:** The orthogonality problem and SM Tables 1 and 2. This material is available free of charge via the Internet at http://pubs.acs.org.
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